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ABSTRACT

Precipitation efficiency is estimated based on vertically integrated budgets of water vapor and clouds
using hourly data from both two-dimensional (2D) and three-dimensional (3D) cloud-resolving simulations.
The 2D cloud-resolving model is forced by the vertical velocity derived from the Tropical Ocean Global
Atmosphere Coupled Ocean–Atmosphere Response Experiment (TOGA COARE). The 3D cloud-
resolving modeling is based on the fifth-generation Pennsylvania State University–National Center for
Atmospheric Research (PSU–NCAR) Mesoscale Model (MM5) simulation of Typhoon Nari (in 2001). The
analysis of the hourly moisture and cloud budgets of the 2D simulation shows that the total moisture source
(surface evaporation and vertically integrated moisture convergence) is converted into hydrometeors
through vapor condensation and deposition rates regardless of the area size where the average is taken. This
leads to the conclusion that the large-scale and cloud-microphysics precipitation efficiencies are statistically
equivalent. Results further show that convergence (divergence) of hydrometeors would make precipitation
efficiency larger (smaller). The precipitation efficiency tends to be larger (even �100%) in light rain
conditions as a result of hydrometeor convergence from the neighboring atmospheric columns. Analysis of
the hourly moisture and cloud budgets of the 3D results from the simulation of a typhoon system with heavy
rainfall generally supports that of 2D results from the simulation of the tropical convective system with
moderate rainfall intensity.

1. Introduction

Precipitation is generated by convective processes
that are unresolvable subgrid-scale eddies in global at-
mospheric models. As a result, various cumulus param-
eterization schemes have been designed to use the
large-scale variables to estimate the amount of precipi-
tation and the associated heating and moistening effects

in atmospheric models. Frequently used cumulus pa-
rameterization schemes include the Kuo (1965, 1974),
Arakawa–Schubert (Arakawa and Schubert 1974),
Manabe–Strickler (Manabe and Strickler 1964), and
Betts–Miller (Betts 1986; Betts and Miller 1986)
schemes. In atmospheric regional models, convective
processes still need to be parameterized, although prog-
nostic cloud-microphysics parameterization may be in-
cluded in the part of model domains of a finer spatial
resolution. Cumulus parameterization schemes com-
monly used in the regional models include the Kain–
Fritsch (Kain and Fritsch 1993), Grell (Grell 1993), and
Betts–Miller schemes. The use of cumulus parameter-
izations in atmospheric regional and global models has
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led to many successes of simulations of atmospheric
circulations.

However, the estimation of precipitation by diagnos-
tic cumulus parameterization schemes has many limita-
tions, like the need for closure assumptions. As a result,
the model-predicted rainfall often contains large uncer-
tainties. As computational power increases, prognostic
cloud-microphysics parameterization schemes are em-
ployed in cloud-resolving mesoscale models, regional,
and even global models. Willoughby et al. (1984) con-
ducted an experiment with parameterized ice-phase
cloud-microphysics using an axisymmetric, nonhydro-
static tropical cyclone model, and argued that wide-
spread cooling associated with the melting of graupel in
mesoscale downdrafts affected the formation of mul-
tiple convective rings and the development of a hurri-
cane. Lord et al. (1984) further carried out a budget
analysis that supported the hypothesis by Willoughby et
al. (1984). Liu et al. (1997) carried out a multiscale
numerical study of Hurricane Andrew (in 1992) using
an improved version of the fifth-generation Pennsylva-
nia State University–National Center for Atmospheric
Research (PSU–NCAR) Mesoscale Model (MM5;
Grell et al. 1994), and found that the inclusion of a
microphysics parameterization scheme in the MM5 led
to a more realistic simulation of hurricane cloud struc-
tures when compared to the observations.

While the atmospheric regional models are designed
for studying synoptic-scale disturbances, cloud-re-
solving models are powerful tools for studying precipi-
tation processes in convective and mesoscale systems.
Through a systematic approach, we have investigated
atmospheric water and energy cycles in a series of pa-
pers using a cloud-resolving model that contains prog-
nostic microphysics parameterization schemes (Sui et
al. 1994, 1998; Li et al. 1999, 2002a,b,c). In this study, we
perform an analysis of cloud-microphysics budgets to
study the processes determining precipitation effi-
ciency, and the effect of hydrometeor convergence on
precipitation efficiency.

In Li et al. (2002b), the large-scale precipitation ef-
ficiency (LSPE) was defined as the ratio of the surface
rainfall rate to the sum of the surface evaporation and
moisture convergence, and the cloud-microphysics pre-

cipitation efficiency (CMPE) as the ratio of the surface
rainfall rate to the sum of the condensation and depo-
sition rates of supersaturated vapor. The concept of
LSPE was used by Kuo (1965, 1974) who assumed a
fraction of total moisture source due to vertically inte-
grated large-scale moisture convergence plus surface
evaporation was consumed to produce precipitation.
This CMPE is similar to the precipitation efficiency de-
fined by Weisman and Klemp (1982) and Lipps and
Hemler (1986). The domain-mean results of Li et al.
(2002b) show that the LSPE could be more than 100%
whereas the CMPE is less than 100%. Since the LSPE
and CMPE are expected to be the same based on physi-
cal considerations, the difference in Li et al. (2002b) is
attributed in the present study to the horizontal cloud
advection that is excluded in the domain-mean CMPE
due to the cyclic lateral boundary condition.

The above considerations lead us to ask several key
questions. Are the CMPE and LSPE physically and
statistically compatible? What processes determine pre-
cipitation efficiency? Is precipitation efficiency depen-
dent on the strength of convection? The goal of this
study is to answer the above questions using both two-
dimensional (2D) and three-dimensional (3D) cloud-
resolving models. The 2D model and forcing are dis-
cussed in section 2. The vertically integrated budgets of
water vapor and clouds for 2D model are estimated in
section 3. The importance of horizontal cloud advection
in the prediction of surface rainfall rate in 2D model
results is examined in section 4. The 2D results are
supported by the analysis of a 3D typhoon simulation
using a mesoscale model in section 5. A summary is
given in section 6.

2. 2D cloud-resolving model and experiment

The Goddard Cumulus Ensemble (GCE) Model is
used for this study. The GCE model is a cloud-resolving
model originally developed by Soong and Ogura
(1980), Soong and Tao (1980), Tao and Simpson (1993),
and Tao et al. (1993). The 2D version of the model used
by Sui et al. (1994, 1998) and further modified by Li et
al. (1999) is used in this study. The governing equations
with an anelastic approximation can be expressed as
follows:
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where a variable with an overbar denotes the zonal
mean part of the variable and the corresponding devia-
tion part of the variable is denoted with a prime. Sub-
script “b” denotes an initial value, which does not vary
with time; superscript “o” denotes imposed observed
variables in the model. In the above equations, u and w
are zonal and vertical air wind components, respec-
tively; � and q� are air potential temperature and spe-
cific humidity, respectively; q	 � (qc, qr, qi, qs, qg), qc,
qr, qi, qs, qg are the mixing ratios of cloud water (small
cloud droplets), raindrops, cloud ice (small ice crystals),
snow (density 0.1 g cm�3), and graupel (density 0.4 g
cm�3), respectively; 
 is a mean air density, which is a
function of height only; wTV is a terminal velocity,
which is zero for cloud water and ice; � � (p/p0)�, � �
R/cp, R is the gas constant; cp is the specific heat of dry
air at constant pressure p; and po � 1000 hPa. Here Sq�

represents the source and sink terms of water vapor as
described in the appendix in Li et al. (2002c); Qcn de-
notes the net latent heat release through phase changes
among different cloud species (see the appendix in Li et
al. 2002c) that can be expressed symbolically as L�(c �
e) � Ls(d � s) � Lf ( f � m), where c, e, d, s, f, and m
are condensation, evaporation, deposition, sublimation,
fusion, and melting, respectively; L�, Ls, and Lf are la-
tent heat coefficients due to phase changes. Here QR is
the radiative heating rate due to convergence of net
flux of solar and infrared radiative fluxes; Sq	 is the
source and sink of various hydrometeor species, which
are parameterized by the schemes proposed by Hsie et
al. (1980), Rutledge and Hobbs (1983, 1984), Lin et al.
(1983), Tao et al. (1989), and Krueger et al. (1995) [see
Li et al. (1999, 2002c) for cloud budget equations and
comprehensive discussions]; and, finally, D’s are turbu-
lent dissipation terms.

The 2D model is forced by the zonally uniform ver-
tical velocity, zonal wind, and thermal and moisture
advections, which are derived by M. Zhang and his re-
search group at the State University of New York at

Stony Brook, New York, based on the 6-hourly obser-
vations from the Tropical Ocean Global Atmosphere
Coupled Ocean–Atmosphere Response Experiment
(TOGA COARE) within the Intensive Flux Array
(IFA) region (M. Zhang 1999, personal communica-
tion). The calculations are based on the constrained
variational method on column-integrated budgets of
mass, heat, moisture, and momentum proposed by
Zhang and Lin (1997). Hourly sea surface temperature
at the Improved Meteorological (IMET) surface moor-
ing buoy (1.75°S, 156°E; Weller and Anderson 1996) is
also imposed in the model. The model is integrated
from 0400 local standard time (LST) 19 December 1992
to 0400 LST 9 January 1993 (21 days total). In this 2D
model setup, the horizontal domain is 768 km with a
lateral cyclic boundary condition. The horizontal grid
mesh is 1.5 km. The vertical grid resolution ranges from
about 200 m near the surface to about 1 km about
100 hPa. The time step is 12 s.

The time evolution of the vertical distribution of the
large-scale vertical velocity and zonal wind during 19
December 1992–9 January 1993 can be found in Li et al.
(2002b; see their Fig. 1). During this period, the diurnal
and 2-day variations are embedded in the developing
intraseasonal oscillation in the first 10 days and the
westerly wind burst event in the following 10 days over
the TOGA COARE IFA. The maximum magnitude of
vertical velocity is about 8 cm s�1 at 300–400 hPa. Maxi-
mum westerly wind can reach 12–16 m s�1 associated
with weak descending motion.

Figure 1 shows the time evolution and horizontal dis-
tribution of simulated surface rainfall rate for the pe-
riod of 0000 LST 20 December–1200 LST 21 December
1992 (36 h total). The rainbands propagated westward
before 2000 LST 20 December 1992 and then started to
propagate eastward. The change of propagation direc-
tion of the rainbands resulted from an intensification of
lower-tropospheric westerly winds and a weakening of
midtropospheric easterly winds (see Fig. 1 in Li et al.
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2002b). An analysis of the hourly simulation data
within this 36-h period (0000 LST 20 December–1200
LST 21 December 1992) is presented in the current
study. The same analysis is also applied to the hourly
data of the 21-day period, and the conclusion remains
unchanged.

3. Vertically integrated budgets of water vapor
and clouds

The vertically integrated water vapor and total cloud
budgets can be expressed as

�q� �

�t
� CONVq�� � Es � Sq� �, �7�

�C�

�t
� CONVC � � Ps � SC �, �8�

where a term in square brackets signifies a vertically
integrated quantity as defined by [F ] � �zt

0 
 F dz for
any variable F, and zt is the model top. In (7), q� is the
mixing ratio of water vapor, [CONVq�] is moisture con-
vergence, Es � 
 (w�q��)s is surface evaporation, Sq� is
the source and sink in the water vapor budget due to
conversions between water vapor and various hydro-
meteor species. Here Sq� can be expressed in the two
terms as

Sq� � SIq� � SOq� , �9�

where SIq� � [PCND] � [PDEP] � [PSDEP] � [PGDEP]
represents the sink term in water vapor budget that
consists of vapor condensation rate ([PCND]), vapor de-
position rates for growth of cloud ice ([PDEP]), snow
([PSDEP]) and graupel ([PGDEP]), and SOq� � [PREVP]
� [PMLTG] � [PMLTS] represents the source term con-
sisting of growth of vapor by evaporation of raindrops
([PREVP]), melting graupel ([PMLTG]), and melting
snow ([PMLTS]).

In (8), C is the sum of mixing ratios of cloud water
(qc), raindrops (qr), cloud ice (qi), snow (qs), and grau-
pel (qg); [CONVC] is the hydrometeor convergence; Ps

� 
 (wTVC)s is the surface rainfall rate; wTV is the ter-
minal velocity of each cloud species; and SC � Sq�. Note
that when averaged over the whole domain under the
cyclic boundary condition in this study, [CONVC] � 0
whereas [CONVq�] � �[uo(�qo

�/�x)] � [wo(�q� /�z)],
due to the imposed zonally uniform forcing calculated
from the observation data.

To first examine the dominant terms in the cloud
budget equations, we show the time- and domain-mean
cloud-microphysics budgets in Fig. 2. The time interval
is 36 h. The domain includes the entire horizontal area
and vertical depth of the model domain. The budget
shows that most of the moisture sources form cloud
water and cloud ice through vapor condensation (PCND

� 0.83 mm h�1) and deposition (PDEP � 0.14 mm h�1).
The conversion of cloud water to precipitation occurs
primarily through the collection of cloud water by rain
below the freezing level (PRACW � 0.55 mm h�1) and
through riming of cloud water onto precipitating ice
(snow and graupel) above the freezing level (PGACW �
PSACW � 0.26 mm h�1). The melting of precipitating ice
(PGMLT � 0.4 mm h�1) mainly compensates the evapo-
ration of rain (PREVP � 0.36 mm h�1). The collection
efficiency (PRACW/PCND � 66%) accounts for the pre-
cipitation efficiency [Ps/(PCND � PDEP) � 67%].

To further examine the relation between the mois-
ture sources and microphysical processes, we examine
the hourly averaged values of SIq� versus the total
moisture source (the sum of surface evaporation and
[CONVq�]) as shown in Fig. 3. The hourly budgets are
averaged in three grid area sizes of 96, 48, and 24 km in
the 2D framework, respectively, in order to examine
the area dependence of the relationship. The figure
shows that the two variables have very similar varia-
tions, independent of the grid area sizes. The root-
mean-square differences between the two variables are
less than 1.3, 1.8, and 2.5 mm h�1 for the 96-, 48-, and
24-km averages, respectively, and their linear correla-
tion coefficients are about 0.89 for all the three cases,
which is well above the 99% confidence level. The lin-
ear regression equations can be expressed by

FIG. 1. Time evolution and horizontal distribution of surface
rainfall rate (mm h�1) simulated during 0000 LST 20 Dec–1200
LST 21 Dec 1992.
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SIq� � A1 � B1 � �Es � CONVq���, �10�

where A1 and B1 are constant coefficients. The constant
coefficients A1 and B1 are �0.1 and 1.2 for 96-km av-
erages, �0.1 and 1.1 for 48-km averages, and �0.1 and
1 for 24-km averages, respectively. Thus, SIq� /(Es �
[CONVq�]) are 1.2 for 96-km averages, 1.1 for 48-km
averages, and 1 for 24-km averages, respectively. The
statistic calculations suggest that

PCND� � PDEP� � PSDEP� � PGDEP�

� Es � CONVq�� �11�

be a valid approximation, in particular, for the 24-km
averages.

4. Precipitation efficiency

Equation (11) supports the basic premise of Kuo’s
(1965, 1974) cumulus parameterization. However, what
portion of the net vapor condensation and deposition
rate converts into surface rainfall rate is central to the
cumulus parameterization. This can be expressed by
“precipitation efficiency.” Here, we introduce two defi-
nitions of precipitation efficiency. One is the CMPE:

CMPE �
Ps

SIq��
� 1 �

SOq��

SIq��
�

CONVC�

SIq��
. �12�

In (12), the storage term of clouds is negligible. The
CMPE is defined as the ratio of surface rainfall rate to
the sum of vapor condensation rate, that is, the vapor
deposition rate for growth of cloud ice, snow, and grau-
pel (SIq�). Notice that the CMPE defined here is dif-
ferent from that defined in Li et al. (2002b), since ad-
ditional terms ([PSDEP] � [PGDEP]) may be important
for mesoscale calculations. Also note that CMPE � 1
occurs when the hydrometeor convergence is greater
than vapor growth rate by evaporation of raindrop and
melting graupel/snow (i.e., [SOq�] � [CONVC]).

The other is the LSPE:

LSPE �
Ps

CONVq�� � Es
�

Ps

SIq�� � SOq�� � �q����t
.

�13�

The LSPE is defined as the ratio of surface rainfall rate
to the sum of surface evaporation and vertically inte-
grated horizontal and vertical moisture advection. The
LSPE defined here is identical to the LSPE in Li et al.
(2002b) when the LSPE is calculated using domain-
mean quantities.

From physical considerations, the two precipitation
efficiencies should be the same regardless of different
definitions. Comparing Eqs. (11), (12), and (13), the
two definitions are consistent, that is, the CMPE and

FIG. 2. The 36-h-averaged and zonal-mean cloud-microphysics budgets simulated during
0000 LST 20 Dec–1200 LST 21 Dec 1992. Units for cloud hydrometeors and conversion rates
are mm and mm h�1, respectively.
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LSPE are expected to be equivalent statistically. The
three equations also imply that the magnitudes of
[SOq�] � �[q�]/�t to be statistically much smaller than
the magnitude of [SIq�]. To examine the validity of this
relation, we compare the hourly mean values of [SOq�]
� �[q�]/�t with those of [SIq�] and [CONVq�] � Es in
Fig. 3. To examine whether the relation is sensitive to
the area size where the average is taken, the relation is
compared in three grid area sizes (96, 48, and 24 km).
Indeed, the figure indicates that magnitudes of [SOq�]
� �[q�]/�t are statistically much smaller than the mag-
nitude of [SIq�]. This is consistent with the finding that
the sum of vapor condensation rate, vapor deposition
rates for growth of cloud ice, snow, and graupel (SIq�)
approximately equals the sum of surface evaporation
and vertically integrated horizontal and vertical mois-
ture advection. As a result, the CMPE and LSPE are
statistically interchangeable as indicated in Fig. 4. The
linear correlation coefficients between CMPE and
LSPE are 0.55 for all the three area averages, which is
well above the 99% confidence level. The linear regres-
sion equations can be expressed by

LSPE � A2 � B2 CMPE, �14�

where A2 and B2 are constant coefficients. The constant
coefficients A2 and B2 are 5 and 1.25 for 96-km aver-
ages, 21.9 and 0.78 for 48-km averages, and 12.9 and
0.83 for 24-km averages, respectively. Thus, LSPE/
CMPE are about 1.25 for 96-km averages, 0.78 for 48-
km averages, and 0.83 for 24-km averages, respectively.
Note that LSPE could be 100%–300% when CMPE is
smaller than 100%. The LSPEs of larger than 100%
occur, when Ps � 5 mm h�1 for 96- and 48-km averages
and Ps � 10 mm h�1 for 24-km averages (not shown).
This is caused by the local reduction of vapor with a
small vapor source (Es � [CONVq�]).

It is also clear from Eqs. (12) and (13) that whether
the LSPE is greater or smaller than the CMPE depends
on the relative magnitude between [SOq�] and �[q�]/�t.
For the condition that the vapor growth rate by evapo-
ration of raindrops and melting snow/graupel is larger
than the time rate change of vapor (i.e., [SOq�] � �[q�]/
�t � 0), such as over tropical stratiform precipitation
clouds and the typhoon’s spiral rainbands, the LSPE is
greater than the CMPE. On the other hand, the LSPE
is less than the CMPE when [SOq�] � �[q�]/�t � 0.

Doswell et al. (1996) proposed to calculate the pre-
cipitation efficiency using the data over the life span of
a precipitation-producing weather system. Ferrier et al.
(1996) and Tao et al. (2004) also computed precipita-
tion efficiencies using 3- and 6-h-averaged simulation
data, respectively. The LSPE calculated with the 36-h-
averaged zonal-mean simulated data is about 100%,

FIG. 3. Here [SIq�] (circle) and �[SOq�] � �[q�]/�t (cross) vs Es

� [CONVq�] averaged within (a) 96, (b) 48, and (c) 24 km (mm
h�1). The diagonal lines denote Es � [CONVq�] � [SIq�].
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which includes several life spans of tropical convections
as indicated in Fig. 1. This suggests that almost all the
environmental vapor sources are consumed by the pre-
cipitation during the strong convective development.
The relation that the 36-h-averaged zonal-mean LSPE
� 100% can be demonstrated by adding (7) and (8) and
taking the zonal mean. The combined equation be-
comes

�q� �

�t
�

�C �

�t
� CONVq�� � Es � Ps, �15�

where [CONVC] � 0 due to the cyclic boundary con-
dition. The long-term time average (e.g., 36-h average
here) of (15) is

CONVq�� � Es � Ps � 0, �16�

where �[q�]/�t � 0, and �[C ]/�t � 0. Equation (16) in-
dicates that the 36-h-averaged zonal-mean LSPE �
100%. The 36-h-averaged zonal-mean CMPE is 63.5%,
which is smaller than the corresponding LSPE. Taking
36-h-averaged zonal mean on (7), (7) becomes

CONVq�� � Es � SIq� � SOq�, �17�

where �[q� ]/�t � 0. Since the evaporation rate of rain-
drops (PREVP) determines SOq�, which is always posi-
tive, [CONVq�] � Es � SIq�, which causes that CMPE
� LSPE for the calculations with the 36-h-averaged
zonal-mean simulation data.

The CMPE provides a basis for identifying the rel-
evant processes determining precipitation efficiency. It
is obvious from (11) that the positive values of
[CONVC] make CMPE larger through the advection of
clouds into the region of interest, while negative values
of [CONVC] make CMPE smaller. This is indeed ob-
served in the plot of hydrometeor convergence versus
CMPE (Fig. 5), indicating that the larger CMPEs are
associated with hydrometeor convergence while
smaller CMPEs are associated with hydrometeor diver-
gence. Depending on the relative magnitude between
[SOq�] and [CONVC] in (12), CMPE could be even
larger than 1 if [CONVC] � [SOq�]. Indeed in Fig. 5 it
is shown that there are many cases of CMPE � 100%.
The above results indicate a significant effect of hy-
drometeor convergence on surface precipitation distri-
bution.

Since the hydrometeor convergence is expected to be
a function of the strength of convection, we further
examine the dependence of CMPE on the rainfall rate.
Figure 6 shows the CMPE as a function of the surface
rainfall rate averaged in three grid area sizes of 96, 48,
and 24 km. The figure shows that CMPE values spread

FIG. 4. Here LSPE vs CMPE averaged within (a) 96, (b) 48, and
(c) 24 km. Unit is %. The diagonal lines denote LSPE � CMPE.
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over a wide range and become even larger than 100%
in light rain conditions (i.e., the surface rainfall rates are
smaller than 5 mm h�1 for 96- and 48-km averages and
smaller than 10 mm h�1 for a 24-km average). But the
CMPE tends to converge to a threshold value with in-
creasing surface rainfall rate.

The above results clearly indicate that values of
CMPE larger than 100% represent those cases with the
surface rainfall rate larger than the total vapor conden-
sation and deposition rates. This requires a positive hy-
drometeor convergence to balance the cloud budget
[see Eq. (8) above]. Such a condition generally occurs
in light rain conditions. In heavy rain situations, net
condensation dominates and the effect of hydrometeor
convergence becomes secondary.

5. Calculations from a three-dimensional typhoon
simulation

To verify the conclusions made in the previous sec-
tion, it is necessary to perform a similar examination of

cloud-microphysics and vapor budgets from a more vi-
brant convection event. Here we examine results of a
3D simulation of Typhoon Nari (Yang and Huang
2004). The MM5 model is used to simulate the Ty-
phoon Nari (in 2001). Nari brought more than 2000 mm
of rain in 2 days over northern Taiwan, which caused
widespread flooding and severe damage (Sui et al.
2002). The MM5 configuration includes four nested
grids with horizontal grid sizes of 60, 20, 6.67, and 2.22
km, respectively, and 31 � levels are used in the vertical
on all four grids. The precipitation parameterizations
used in the MM5 are the Grell (1993) cumulus scheme
for subgrid-scale processes and the Reisner et al. (1998)
microphysics scheme (graupel included) for explicit-
scale processes. Note that the diagnostic cumulus pa-
rameterization scheme (Grell 1993) is not used on the
6.67- and 2.22-km grids. The MM5 with a 2.22-km grid
size simulated the maximum 24-h rainfall of 856 mm
near Mount Snow (over northern Taiwan) on 17 Sep-
tember 2001, in close agreement with the observed
maximum of 940 mm (see Fig. 1 in Yang and Huang

FIG. 5. Here [CONVC] (mm h�1) vs CMPE (%) averaged
within (a) 96, (b) 48, and (c) 24 km.

FIG. 6. Here CMPE (%) vs Ps (mm h�1) averaged within (a)
96, (b) 48, and (c) 24 km.
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2004). More details of the MM5 simulation of Typhoon
Nari are given in Yang and Huang (2004) and will be
reported in a series of forthcoming articles.

The horizontal distribution of simulated hourly sur-
face rainfall rate (Ps) of Typhoon Nari on the 2.22-km
grid averaged from 0300 to 0600 UTC 16 September
2001 is shown in Fig. 7a, which illustrates very intense
precipitation (maximum Ps � 75 mm h�1) within the
eyewall, trailing stratiform rainfall in spiral rainbands,
and convective showers over the mountain slopes. The
corresponding CMPE and LSPE are shown in Figs.
7b,c. The two fields resemble each other over the ocean
where the precipitation efficiency possesses the follow-
ing features. It is generally less than 100% within the
typhoon eyewall where rainfall is strongest, and ex-
ceeds 100% in many parts of the moderately raining
spiral rainbands, where [CONVC]/[SIq�] � [SOq�]/[SIq�]
as shown in Figs. 7d,e. For these ocean points, the mag-
nitudes of [SOq�] � �[q�]/�t (see the cross points in Fig.
8) are statistically much smaller than the magnitude of
[SIq�] (see the circle points in Fig. 8) for three averaged
grid areas, which is consistent with the 2D results shown
in Fig. 3.

Over the mountain areas in northern Taiwan, the
patterns of CMPE and LSPE are dominated by north-
east–southwest-oriented bands, quite different from the
spiral structure over the ocean. The banded structure is
more evident in the [CONVC] field as shown in Figs.
7e,f, indicative of gravity waves induced by the Central
Mountain Range. The intense divergence fields associ-
ated with gravity waves causes a decoupling of CMPE
from LSPE, such that the statistical balance of (11) is
invalid (figure not shown). Over the mountain areas,
[CONVC] dominates the cloud budget (cf. Figs. 7d,e,f),
and the magnitude of CMPE is statistically larger than
that of LSPE. The cloud-microphysical processes in the
mountainous regions are complicated. A more thor-
ough analysis is being analyzed and will be reported in
a separate paper.

The CMPE and LSPE are further compared in the
scatterplot averaged within three average grid areas as
shown in Fig. 9. The three average areas are 118 km2

(24 points on the 2.22-km grid), 59 km2 (12 points on
the 2.22-km grid), and 30 km2 (6 points on the 2.22-km
grid), respectively. Again, results are for ocean points
only. The results show that the CMPE and LSPE are
positively correlated (correlation coefficients 0.89, 0.86,
and 0.79 for the 118, 59, and 30 km2 average areas,
respectively). The constant coefficients A2 and B2 of
the linear regression Eqs. (14) are 2.25 and 1.02 for
118-km2 averages, 3.29 and 0.98 for 59-km2 averages,
and 4.98 and 0.90 for 30-km2 averages, respectively.
Thus, LSPE/CMPE are about 1.02 for 118-km2 aver-

ages, 0.98 for 59-km2 averages, and 0.90 for 30-km2

averages, respectively, consistent with the previous con-
clusion from a 2D simulation of a tropical convective
system.

Figure 10 displays the relationship between [CONVC]
and CMPE calculated from the 3D simulation of Ty-
phoon Nari. Consistent with the feature in Fig. 5, larger
values of CMPE in Fig. 9 are most likely associated with
hydrometeor convergence while larger values of hy-
drometeor divergence are associated with smaller
CMPE, again supporting the conclusion reached based
on the previous 2D model results.

Figure 11 further shows the relationship between
CMPE and Ps from the 3D simulation of Typhoon Nari.
The figure indicates values of CMPE are scattered cor-
responding to lighter rainfall rates (�20 mm h�1) but
confined within a narrower range for heavier rainfall
rates. The largest values of CMPE are associated with
light rainfall rates. These characteristics are evident for
all three average areas. Thus, the 3D simulation gener-
ally supports the previous conclusion.

6. Conclusions and discussions

In this study, we use the 2D cloud-resolving simula-
tion of a tropical convection system and the 3D cloud-
resolving simulation of a typhoon event to determine
the precipitation efficiency from either the large-scale
perspective or the cloud-microphysics perspective as in
Li et al. (2002b). The focus is to better understand the
processes that affect the precipitation efficiency. The
2D cloud-resolving model is used to simulate tropical
convective systems with the imposed forcing from the
TOGA COARE. The 3D cloud-resolving domain is
nested in the MM5 to explicitly simulate heavy rainfalls
associated with Typhoon Nari (in 2001).

The analysis of 2D results through the root-mean-
square differences and linear correlation coefficients
shows that the sum of vapor condensation rate (PCND),
vapor deposition rates for growth of cloud ice (PDEP),
snow (PSDEP), and graupel (PGDEP) is approximately
balanced by the sum of surface evaporation (Es) and
vertically integrated moisture convergence (CONVq�).
This indicates that the total moisture source in the at-
mospheric column is converted into clouds, which is a
basis of the Kuo (1965, 1974) cumulus parameterization
scheme. This relation leads to the statistical equiva-
lence of precipitation efficiency defined by the cloud-
microphysics budget [CMPE � Ps/(PCND � PDEP � P

S
-

DEP � PGDEP)] and that by total moisture source [LSPE
� Ps/(Es � CONVq�)], where Ps is the surface rainfall
rate.

Analysis of the 2D simulation further shows that the
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FIG. 7. The horizontal distribution of simulated (a) surface rain rate (mm h�1), (b) LSPE, (c) CMPE, (d) [SOq�]/[SIq�], (e) positive
[CONVC]/[SIq�], and (f) negative [CONVC]/[SIq�] of Typhoon Nari averaged from 0300 to 0600 UTC 16 Sep 2001 on the 2.22-km grid.
Values of (b)–(f) are averages of the 3-hourly budget estimates.
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FIG. 8. Same as in Fig. 3 but for the MM5 simulation of Ty-
phoon Nari averaged within [SIq�] (circle) and �[SOq�] � �[q�]/�t
(cross) vs Es � [CONVq�] averaged within (a) 118 km2 (24 points),
(b) 59 km2 (12 points), and (c) 30 km2 (6 points). Results are for
ocean points only. Unit is mm h�1. The diagonal lines denote Es

� [CONVq�] � [SIq�].

FIG. 9. Same as in Fig. 4 but for the MM5 simulation of Ty-
phoon Nari (in 2001) averaged within (a) 118 km2 (24 points), (b)
59 km2 (12 points), and (c) 30 km2 (6 points). Results are for
ocean points only. The diagonal lines denote LSPE � CMPE.
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additional hydrometeor converging into the atmo-
spheric column would make the precipitation efficiency
larger. When the hydrometeor convergence becomes
the dominant term in the cloud budget, the CMPE can
be larger than 100% as found in light rain conditions
(�5 mm h�1). On the other hand, a loss of clouds due
to hydrometeors diverging out to the neighboring col-
umns would make the CMPE smaller. This occurs
mostly in heavy rain conditions (�5 mm h�1). The 3D
simulation of a heavy-precipitating typhoon generally
supports the 2D results except that the threshold value
is �20–30 mm h�1.

The current study of precipitation efficiency provides
a basis for further investigations of large-scale environ-
ments that determine the precipitation efficiency. The
suggested effect of hydrometeor transport on precipi-

tation efficiency is just one example. It is obvious that
the determination of precipitation efficiency in the nu-
merical models requires a cloud-resolving resolution to
explicitly simulate cloud-microphysical processes.
Therefore, prognostic parameterization schemes of
clouds should be included in the numerical models for
a better quantitative precipitation estimate/forecast
(QPE/F).
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FIG. 10. Same as in Fig. 5 but for the MM5 simulation of Ty-
phoon Nari (in 2001) averaged within (a) 118 km2 (24 points), (b)
59 km2 (12 points), and (c) 30 km2 (6 points). Results are for
ocean points only.

FIG. 11. Same as in Fig. 6 but for the MM5 simulation of Ty-
phoon Nari (in 2001) averaged within (a) 118 km2 (24 points), (b)
59 km2 (12 points), and (c) 30 km2 (6 points). Results are for
ocean points only.
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